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Agenda

• HPC Software Ecosystem
• Overview
• Applications
• Community Support

• Compilers, Libraries and Tools
• Open-source and Commercial

– Compilers
– Maths Libraries

• Profiling and Debugging
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Silicon 
Suppliers

Marvell, Fujitsu, 
Mellanox, NVIDIA, …

OEM/ODM’s
Cray-HPE, ATOS-Bull, 
Fujitsu, Gigabyte, …
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OS
RHEL, SUSE, CentOS, Ubuntu, … 

Arm Server Ready Platform
Standard firmware and RAS

Applications
Open-source, owned, commercial ISV codes, …

Schedulers
SLU
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, …Libraries
ArmPL, FFTW, OpenBLAS, 

NumPy, SciPy, Trilinos, PETSc, 

Hypre, SuperLU, ScaLAPACK, …

Performance 
Engineering
Arm Forge (DDT, MAP), 

Rogue Wave, HPC Toolkit, 

Scalasca, Vampir, TAU, …

Filesystems
BeeGFS, Lustre, ZFS, 

HDF5, NetCDF, GPFS, …

Middleware
Mellanox IB/OFED/HPC-X, OpenMPI, MPICH, MVAPICH2, OpenSHMEM, OpenUCX, HPE MPI

Compilers
Arm, GNU, LLVM, Clang, Flang, 

Cray, PGI/NVIDIA, Fujitsu, …

Containers, Interpreters, etc.
Singularity, PodMan, Docker, Python, …

HPC Ecosystem
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General Software Ecosystem

Workloads

Container & 
Virtualization

Language & Library

Operating System

Networking

CI/CD

Drone.io
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– Easy HPC stack deployment on Arm

OpenHPC is a community effort to provide a 
common, verified set of open source packages for 
HPC deployments

Arm and partners actively involved:
• Arm is a silver member of OpenHPC
• Linaro is on Technical Steering Committee
• Arm-based machines in the OpenHPC build 

infrastructure 
Status:  2.0.0 release out now
• CentOS8 and OpenSUSE Leap 15 for Aarch64

Functional Areas Components include

Base OS CentOS 8.0, OpenSUSE Leap 15 

Administrative Tools Conman, Ganglia, Lmod, LosF, Nagios, pdsh, pdsh-mod-
slurm, prun, EasyBuild, ClusterShell, mrsh, Genders, 
Shine, test-suite

Provisioning Warewulf

Resource Mgmt. SLURM, Munge

I/O Services Lustre client (community version)

Numerical/Scientific 
Libraries

Boost, GSL, FFTW, Metis, PETSc, Trilinos, Hypre, 
SuperLU, SuperLU_Dist,Mumps, OpenBLAS,  Scalapack, 
SLEPc, PLASMA, ptScotch

I/O Libraries HDF5 (pHDF5), NetCDF (including C++ and Fortran 
interfaces), Adios

Compiler Families GNU (gcc, g++, gfortran), LLVM

MPI Families OpenMPI, MPICH

Development Tools Autotools (autoconf, automake, libtool), Cmake, 
Valgrind,R, SciPy/NumPy, hwloc

Performance Tools PAPI, IMB, pdtoolkit, TAU, Scalasca, Score-P, SIONLib

https://developer.arm.com/solutions/hpc/hpc-software/openhpc
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Ceph on Arm
https://community.arm.com/developer/tools-software/hpc/b/hpc-blog/posts/arm-
demonstrates-leading-performance-on-ceph-storage-cluster

• Ceph enables scalable deployment of 
distributed storage systems.

• Comparison between Ampere eMAG and Intel 
Xeon Gold 6142.

• Showed a 26% performance improvement over 
the comparison cluster.

• 50% lower power.
• Potential for 40% CapEx savings.



8 © 2021 Arm

Software Ecosystem – Open Source Enablement
Arm actively develops both open source and commercial tools

Open-source compilers

GCC and LLVM toolchains have active 
development work from Arm

• Our commercial compiler feeds into 
both LLVM and Flang

• Optimizations are targeted at:
– Improving functionality
– Increasing performance across 

Arm partner cores
– Specific micro-architectural 

tuning work 

Supporting libraries and tools

Packages such as OpenBLAS and FFTW 
have contributions from our silicon 
partners and OEMs

We work with many communities to get 
Arm platforms better supported, such 
as the various MPI implementations, 
and are on the OpenMP steering 
committee
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Applications in the Community
wiki.arm-hpc.org
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Applications

Applications & frameworks
abinit, psdns, arbor, qmcpack, castep, 
quantumespresso, flecsale, raja, gromacs, 
sparta, kokkos, specfem3d, tensorflow, 
geant4, lammps, sw4, pytorch, mxnet, nalu,
milc, thornado, namd. vasp, nwchem, 
openfoam, wrf...

Mini apps
branson, pennant. cloverleaf, pf3dkernels, 
cloverleaf3d, quicksilver,  e3smkernels, snap, 
kripke, snbone, lulesh.f tealeaf, miniamr, 
minife, minighost, nekbone. neutral...

Benchmarks
amg, nsimd,carmpl, nsimd-sve, clom, npb, 
elefunt, polybench. epcc_c, stream, epcc_f, 
tsvc, umt, graph500, xsbench, hpcg, hpl
hydrobench, ncar...

Community resources
https://gitlab.com/arm-hpc/packages/wiki/

https://gitlab.com/arm-hpc/packages/-/wikis/categories/allPackages
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Community Groups
https://arm-hpc.groups.io/g/ahug
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Arm Developer
https://developer.arm.com/solutions/hpc
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Events and Hackathons
https://gitlab.com/arm-hpc/training/arm-sve-tools
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Compilers, Libraries and 
Tools
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GNU compilers are a solid option
With Arm being significant contributor to upstream GNU projects

• GNU compilers are first class Arm compilers
• Arm is one of the largest contributors to GCC
• Focus on enablement and performance
• Key for Arm to succeed in Cloud/Data center 

segment

• GNU toolchain ships with Arm Allinea Studio
• Best effort support 
• Bug fixes and performance improvements in 

upcoming GNU releases
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GCC

• GCC 10.2
• Scalable Vector Extension (SVE) ACLE types and intrinsics now supported(arm_sve.h)
• Improved vectorizer for SVE (gather loads, scatter stores and cost model)
• ACLE intrinsics enables support for

– The Transactional Memory Extension
– The Matrix Multiply extension
– Armv8.6-A features, e.g. the bfloat16 extension -march=armv8.6-a
– SVE2 with -march=armv8.5-a+sve2

• GCC 11.0
• Support for the Fujitsu A64FX -mcpu=a64fx

GCC 10.2
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Open Source Maths Libraries
https://developer.arm.com/solutions/hpc/hpc-software/categories/math-libraries

And OpenBLAS, FFTW, BLIS, PETSc, ATLAS, PBLAS, ScaLAPACK
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Fortran Compiler
• Fortran 2003 support

• Partial Fortran 2008 support

• OpenMP 3.1

• Directives to support explicit 
vectorization control

• SVE

C/C++ Compiler
• C++ 14 support

• OpenMP 4.5 without 
offloading

• SVE 

Performance Libraries
• Optimized math libraries

• BLAS, LAPACK and FFT

• Threaded parallelism with 
OpenMP

• Optimized maths intrinsics

Forge
• Profile, Tune and Debug

• Scalable debugging with DDT

• Parallel Profiling with MAP

Performance Reports
• Analyze your application

• Memory, MPI, Threads, I/O, 
CPU metrics

Tuned by Arm for server-class Arm-based platforms
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Server & HPC Development Solutions from Arm
Best in class commercially supported tools for Linux and high-performance computing

Code Generation 
for Arm servers

Performance Engineering
for any architecture, at any scale

Commercially Supported Toolkit
for applications development on Linux

• C/C++ Compiler for Linux 
• Fortran Compiler for Linux
• Performance Libraries
• Performance Reports
• Debugger
• Profiler

Reporting

Profiler

Debugger

Server & HPC Solution
for Arm servers

COMPILER 
FOR LINUX

Fortran Compiler

Performance Libraries

C/C++ Compiler
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Arm Compiler for HPC: Front-end
Clang and Flang

C/C++

• Clang front-end
• C11 including GNU11 extensions and C++14
• Arm’s 10-year roadmap for Clang is routinely 

reviewed and updated to respond to 
customers

• C11 with GNU11 extensions and C++14
• Auto-vectorization for SVE and NEON
• OpenMP 4.5

Fortran

• Flang front-end
• Extended to support gfortran flags

• Fortran 2003 with some 2008
• Auto-vectorization for SVE and NEON
• OpenMP 3.1
• Transition to flang “F18” in progress

• Extensible front-end written in C++17
• Complete Fortran 2008 support
• OpenMP 4.5 support
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• Commercial 64-bit ArmV8-A math Libraries
• Commonly used low-level maths routines – BLAS, LAPACK and FFT
• Optimised maths intrinsics
• Validated with NAG’s test suite, a de facto standard

• Best-in-class performance with commercial support
• Tuned by Arm for specific cores – like Arm Neoverse-N1
• Maintained and supported by Arm for wide range of Arm-based SoCs

• Silicon partners can provide tuned micro kernels for their SoCs
• Partners can contribute directly through open source routes
• Parallel tuning within our library increases overall application performance

Commercially Supported
by Arm

Validated with 
NAG test suite

Best-in-class performance
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Optimised Maths Libraries (Arm Performance Libraries)
• Arm produce a set of accelerated maths routines

• Microarchitecture tuned for each Arm core
• BLAS, LAPACK, FFT (Standard interface)
• Tuned math calls

– Transcendentals (libm) + string functions
• Sparse operations

– SpMV / SpMM
• Available for GCC and Arm compiler

• Other vendor maths libraries also available
• HPE/Cray (LibSci), Fujitsu (SSL2), NVIDIA HPC SDK math 

libraries
DGEMM Performance on the 

Neoverse N1 for different matrix sizes

Max efficiency 85.7%
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Forge
Debug, profile and analyse at scale

• CUDA GDB is now shipped on AArch64

• Assembly debugging mode in DDT

• RHEL 8 support

• GDB 8.2 (default)

• Python debugging in DDT

• Perf Metrics support for A76 and Neoverse-N1 CPUs

• Configurable perf metric support

• Statistical Profiling Extension (SPE) in MAP

• Release 21.0
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Arm Forge – DDT Parallel Debugger
Switch between 

MPI ranks and 
OpenMP threads 

Display pending 
communications

Visualize data structures

Export data and 
connect to 
continuous 
integration

Analyze memory usage
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Arm Forge – MAP Multi-node Low-overhead Profiler

Inspect OpenMP activityUnderstand MPI/CPU/IO operations 
thanks to timelines and metrics

Investigate 
annotated 

source code 
and stack 

view

Analyze GPU efficiency

Profile Python-based workloads
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Vendor and Partner Compilers, Libraries and Tools

• NVIDIA HPC SDK 21.1.0
• Fortran, C, C++, 

CUDA, OpenACC, 
math libraries, 
Nsight profiler

• Fujitsu Compiler
• MPI and Coarrays, 

SSL II math libraries, 
IDE debugger and 
profiler

• HPE Cray Compiling 
Environment
• MPI, LibSci, 

Perftools
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Thank You
Danke

Gracias
谢谢

ありがとう
Asante
Merci

감사합니다
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